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Abstract

State machine replication is a technique used to guarantee the availability of a system even in the presence of faults. Agreement protocols are often used to implement state machine replication. However, the throughput of many agreement protocols, such as Paxos, does not scale with the number of machines available to the system. Systems whose throughput does scale often provide weaker consistency guarantees than state machine replication’s linearizability. These weaker guarantees, such as eventual consistency, make the job of the application programmer much more difficult.

Kapritsos and Junqueira previously proposed a protocol which uses an agreement protocol as a primitive and does scale. In this thesis, I describe my novel implementation of this protocol as well as the optimizations that were necessary to achieve scalability. The results of my experiments with this system show modest but promising evidence that the throughput of this system can, indeed, scale linearly with the number of machines.
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Chapter 1

Introduction

State machine replication [1] is often used to guarantee the availability of a service even in the presence of faults, and is ubiquitous both in the distributed computing literature and in industry.

In today’s world where large-scale web applications are commonplace, scalability is key. In order for systems to be of practical use to these applications, they need to be able to accommodate massive throughput requirements. While we cannot expect a system with fixed resources to handle an arbitrarily large workload, we would like for its throughput to scale (hopefully linearly) with the resources available to it (in this case, the number of machines).

Agreement protocols, such as Paxos [2], are commonly used to implement state machine replication. Instead of scaling, however, Paxos and other agreement protocols slowdown as the number of replicas in the system increases. Systems that do scale well often do so at the cost of consistency. They enforce much weaker con-
sistency guarantees which make using the system more difficult for the application programmer.

In this thesis, I describe an approach originally proposed by Kapritsos and Junqueira [3] to solve the scalability problem while maintaining linearizability. Their approach is a meta-protocol that uses a leader-based agreement protocol as a primitive. It divides the incoming client requests among multiple different clusters, all of which are running the agreement protocol to order those requests. The ordered requests are then forwarded on to execution nodes which execute commands and reply to the clients. Their approach is only useful as long as ordering is the bottleneck in the system, but for many applications, execution can be quite fast, especially when compared to many messages required by agreement protocols.

I then describe my novel implementation of their protocol, as well as a handful of optimizations. I also present the results of experiments with my implementation that demonstrate the scalability of the protocol.
Chapter 2

Background

2.1 State Machine Replication

A state machine is an abstraction. Informally, a state machine consists of some mutable state and commands which clients of the state machine can perform on that state [1, 2]. The state machine receives those commands, performs some operations to transform its state, and sends the response back to the clients. The state machine executes commands atomically (or linearizably). That is, the execution is equivalent to some sequential execution which respects the real-time ordering of the commands [4, 5]. Also, the commands that the state machine executes are deterministic.

An archetypal example of a state machine is a web server. The web server exposes a public API, which clients can make requests against. The web server receives client requests, processes them, and returns responses.

Often, we would like our state machines to tolerate faults. After all, in the case of
a web server, hardware often fails, and we want our server to be up for long periods of time. One approach is to have the server log to disk all of the commands it receives. Whenever the server fails, we could simply restart it and have it recreate its local state from the log. This approach is called replication in time. While it can be an effective way of tolerating failures, replication in time leaves the service unavailable for long periods of time while the server is restarting and reloading its local state.

Another approach to making a state machine fault tolerant is replication in space. Here, instead of having one state machine, we have a group of state machines. When one state machine fails, other state machines are up and running and able to take the failed state machine’s place. These state machines are known as replicas. These replicas coordinate their actions so that their states stay consistent over time and they reply to clients’ requests in a consistent manner. For instance, suppose we have a set of replicas running a banking service, and clients’ balances aren’t allowed to go below $0. If one account’s balance is $100, and two separate clients concurrently make a request to the replicas to withdraw $100, the system should approve exactly one of the withdrawals and send an insufficient funds notification to the other.

In order to keep the replicas in a consistent state, it is sufficient for them to execute the exact same set of commands in the exact same order [1]. As long as the commands are deterministic, each of the replicas will go through the exact same state transitions, and if multiple replicas reply to the same command, they will send back the same result. Typically, we say that each replica has a sequence of slots in which to place commands, and as long as replicas place the same commands in the same slots, they will stay in consistent states.
2.2 Fault Tolerance

We would like distributed systems to be robust even in the presence of failures. Since no system can possibly maintain availability if all of its processes fail, we typically define the types of failures we wish to tolerate and then describe the number of such failures our protocol can tolerate. One common failure model is crash-fail, in which processes can at any point crash but otherwise exhibit correct behavior. The weakest of all possible failure models is the Byzantine failure model in which faulty processes can fail in arbitrary, even adversarial, ways. The main protocol described in this thesis uses an agreement protocol as a primitive and can be adapted to any failure model. However, my implementation uses Paxos (briefly described in Section 2.5) and assumes the crash-fail model. Unless otherwise noted, the crash-fail model should be assumed throughout this thesis.

2.3 Network Models

A synchronous network is one in which message delays are bounded. An asynchronous network is one in which message delays are arbitrary. All work in this thesis assumes an asynchronous network.

2.4 Consensus

Consensus is a fundamental problem in distributed computing. It involves multiple processes proposing values and reaching agreement on a single decided value out of
the proposed values. A protocol that solves consensus must satisfy the following four properties.

- **Validity** If all processes that propose a value propose \( v \), then all correct processes eventually decide \( v \)

- **Agreement** If a correct process decides \( v \), then all correct processes eventually decide \( v \)

- **Integrity** Every correct process decides at most one value, and if it decides \( v \), then some process must have proposed \( v \)

- **Termination** Every correct process eventually decides some value

Here, a *correct process* is one which never fails.

Many important and well-known problems can be formulated as special instances of consensus. For instance, deciding whether or not a distributed transaction in a database system should commit is a special instance of consensus with the extra requirement that if any process proposes an abort, all processes should decide to abort. There exist algorithms to solve consensus in a synchronous network. However, it is impossible to solve consensus in an asynchronous network in which message delays are unbounded and processes can fail [6].

### 2.5 Paxos

While Paxos does not solve Consensus, it comes very close. The Paxos protocol assumes an asynchronous network and is always safe. That is, if a correct process
decides $v$, then some process must have proposed $v$, and no other correct process ever decides a value other than $v$. Paxos can tolerate $f$ faults, where the number of processes is at least $2f + 1$, and still be live as long as there is sufficient synchrony in the network. In many practical applications, there is almost always sufficient synchrony in the network, and Paxos is almost ubiquitous in industry.

Paxos (or any “agreement protocol”) can be used to implement state machine replication by having the processes run multiple (often concurrent) instances of the protocol, one for each slot. Processes propose a command in an open slot in response to a client request, and when a decision is reached, they place that command into the permanent slot order.
Chapter 3

The Scalability Problem

Suppose that you have a service running with replicated Paxos state machines. Further suppose that executing clients’ commands happens relatively quickly (e.g. all of the commands are processed in $O(1)$ time). Your service becomes very popular, and you notice that your throughput isn’t what you would like it to be and that client response times are starting to spike. You might try increasing the number of replicas in the system and the number of machines that those replicas are running on. If you did that, however, you would discover that your system gets slower and its throughput decreases instead of increases. This may seem counter-intuitive since you’re essentially increasing the resources available to what could fairly be described as a parallel computation.
To understand why Paxos gets slower as you increase the number of replicas, we need to understand the message pattern of the normal case command-response loop. The best case of this loop (the case where the client originally sends its command to the current leader and no other replica preempts the leader) is shown in Figure 3.1. There, we see two iterations of the normal case operations. This is what Lamport calls the second phase of the Paxos algorithm [7]. The leader sends messages to all of the replicas and waits for responses from at least a majority of the replicas, including itself. Only after receiving those responses does the leader respond to the client.

It is pretty easy to see what is going on with our system that is slowing down. As we increase the number of replicas in the system, the number of messages the leader has to send per request increases. The cost of sending and receiving messages is often much higher than the cost of local computation in distributed systems. If we neglect local processing entirely and assume that the leader replica can send or receive messages at a fixed rate, then as we increase the number of replicas, $n$, the
Figure 3.2: Performance of a single Paxos cluster as the number of replicas in the cluster increases. Each replica was run on a separate machine.

throughput of the system, $t$, should be described by the following:

$$ t \sim \frac{1}{n} $$

And in fact, the data in Figure 3.2 show just that relationship.

It is worth pointing out that in the experiments in Figure 3.2, the leader of the system always waits for replies from of a majority of replicas. This means that as the number of replicas increases, the fault-tolerance of the system increases. Waiting for a majority of replicas, however, is necessary since in Paxos, proposals must be accepted by a majority to be decided.
3.2 Approaches to the Scalability Problem

Various systems have gotten around the scalability problem, but they typically do so by sacrificing the total ordering of all client commands. Google’s Megastore [8], for instance, partitions up its processes’ state space into disjoint entity groups. Commands executed on items within a certain entity group will have strong consistency semantics, but Megastore maintains looser consistency semantics across entity groups. Amazon’s DynamoDB [9] does away with linearizability entirely and provides only eventual consistency for writes and optionally provides “strong consistency” for reads. Apache’s Cassandra [10], while boasting linear scalability, also embraces eventual consistency. Eventual consistency only guarantees that two processes with the same set of writes will have the same state and that any write received by one process will eventually be received by all processes.

While these approaches have certainly been able to achieve scalability in practice, they all do so at the expense of consistency. Programming in the eventual consistency setting is very difficult, and many nonintuitive situations can occur. For instance, if I have a group messaging application, it is entirely possible under eventual consistency for people in the group to see messages out of order. This could result in seemingly impossible orders, such as seeing an answer to a question before seeing the question itself. Also, if I had an application with a user management system, under eventual consistency, one process could see some user’s actions before seeing that the user was created. It would be up to the application programmer to handle these cases.

Others have noted how hostile the eventually consistent model is and argue for stronger consistency semantics such as causal consistency [11]. However, not even
causal consistency can guarantee the safety of global invariants of a system, such as account balances staying above $0$ in a banking application. Linearizability, the consistency guarantee of normal Paxos replicated state machines, is strong enough to be able to guarantee global invariants.

It is worth noting that many systems do not opt for eventual consistency only for scalability reasons. Many do away with consistency because they want to preserve the availability of the system, even in the case of network partition. So, because of the famous (or perhaps infamous) CAP theorem [12, 13], systems designers often reason that providing stronger consistency semantics is impossible and therefore embrace eventual consistency. Systems such as Eiger [14] demonstrate that stronger consistency properties are practical, even in the face of partition. However, a detailed discussion of coping with network partition is beyond the scope of this thesis.
Chapter 4

Dividing The Workload

We would like to somehow have our system running Paxos replicated state machines scale as we add more machines to the system. Ideally, we would like the system to scale linearly. That is, if $n$ machines can process $r$ client requests per second, we would like $2n$ machines to be able to process $2r$ requests per second, all without sacrificing the fault-tolerance of the system or the linearizability of the commands. At first, it might be surprising that this is even possible. After all, Lamport himself claimed that the Paxos algorithm is essentially optimal in that the second phase of the algorithm has the minimum cost among all algorithms for reaching agreement with the possibility of process failures [7]. And, indeed, it is optimal in a sense, but what is also true is that it is not strictly necessary that every process in the system reach agreement about every slot in the global ordering of commands.

I will describe a protocol which runs on top of an existing agreement protocol such as Paxos and allows the entire system to scale. I will organize this description
(a) A simple example of separating ordering from execution. Clients send requests to the agreement cluster, which orders those requests and passes them on to the execution node. The execution node will execute those requests in order and then send the responses back to the clients.

(b) Splitting order from execution allows the possibility of multiple agreement clusters, each accepting client commands, ordering them, and passing the order on to the execution node.

Figure 4.1: From splitting order and execution to splitting up the workload by describing each of the principles that were applied in order to arrive at the final protocol.

4.1 Separating Order from Execution

First of all, this protocol makes use of the fact that we can separate ordering from execution [15]. Paxos and other agreement protocols are only used to reach agreement about the order in which commands should be executed. It is not strictly necessary to have the same machines also execute those commands. Instead, we can have clients
send requests to nodes running the agreement protocol, and once those agreement nodes reach agreement about a certain slot, they forward the command and its slot number on to the execution node(s). The execution node executes the commands according to the ordering from the agreement cluster and then sends the responses back to the clients. Figure 4.1a shows this system design.

Here, it is important to note that, just as in the normal case for Paxos replicated state machines, the execution node could get a decision for some slot numbered \( i \) before getting decisions for all slots numbered less than \( i \). In this case, the execution node simply adds the command to a backlog and waits for more decisions from the agreement cluster. Once it receives decisions for and processes all slots numbered less than \( i \), only then can it execute the command in slot \( i \) and send the response to the appropriate client.

### 4.2 Using Multiple Clusters

It might be unclear what separating ordering from execution accomplishes. It may seem as if we’re in the exact same state as before, only this time with a new machine in the system that all commands must be routed through, increasing latency. However, separating ordering from execution means that agreement nodes need not know about the decisions for every single slot. In order for any replicated state machine to respond to a client command in some slot, it has to know about all of the decisions for smaller slot numbers. Since the processes in the agreement cluster are no longer responding to clients, they need not know about all of the decisions made. What
this allows us to do is split up the workload among multiple clusters, all running the agreement protocol, as shown in Figure 4.1b.

Each cluster will now receive only a subset of the incoming client commands. The agreement cluster will order them normally and pass on the commands and their ordering to the execution node(s). This establishes multiple partial orders over all commands issued to the system. In order to achieve linearizability in a way that is scalable, we need to combine the partial orders into a total order in such a way that minimizes coordination between clusters.

The approach we take is fairly straightforward. We say that each agreement cluster has its own command slots as before, but also that there is a \textit{global slot order}, which takes commands from each of the cluster’s slot orders in a round-robin fashion. More formally, if there are $N$ clusters total, the $i$th slot in cluster $j$’s slot order corresponds to slot $i \cdot N + j$ in the global slot order (assuming clusters and slots are both indexed from 0).

Since only the execution node needs to know the decisions for all slots in the global slot order, the system can make progress with little to no coordination between the agreement clusters. This means that, as long as the execution node has the capacity to keep up with all of the decision notifications it receives and is not the bottleneck
of the system, the entire system should scale linearly as more identical agreement clusters are added.

4.3 Collocation

Recall that in Figure 3.1, the leader was the sole bottleneck of the system. In the best case, each follower node in a Paxos agreement cluster only needs to send and receive two messages per request. It would be inefficient to have machines in our system only running a single follower process. Instead, we can collocate leaders and followers from different clusters on the same machine, in a way similar in spirit to Mencius [16]. For instance, if we wanted three clusters with three agreement nodes each, we could use three machines total; each machine would have the leader process from one cluster and follower processes from the other two clusters. This more evenly distributes the load across all machines.

We do not require that the number of nodes in each cluster be equal to the number of cluster or machines or even a multiple thereof. If we want $N$ clusters, each with $r$ nodes each, we can use $N$ machines, locating a leader on each of the machines as well as $r - 1$ followers, from as many different clusters as possible. The simplest strategy would be that machine $i$ would have on it the leader of cluster $i$ as well follower node in clusters $i + 1$ through $i + r - 1$, wrapping around to cluster 0 of course for cluster numbers greater that $N$. 
4.4 Maintaining Liveness

We would like to maintain the liveness of the system even in the case of extreme load imbalance. Even if only one cluster is receiving requests, we would still like to guarantee that those requests will eventually be processed by the execution node. Without some mechanism in place to maintain the liveness of the system, the execution node could wait indefinitely for the other clusters to fill in the holes in its slot order.

Therefore, from time to time, the leader of each cluster sends a message to a node in the other clusters informing them of the largest slot number for which leader’s cluster has decided a command. The other clusters will then propose NoOps for each of slots up to that limit that do not yet have a command. That way, the execution node can always make progress. An important note here is that these NoOp decisions can be batched together and treated as a single “command” by the agreement protocol. In the terminology of “Paxos Made Moderately Complex” [17], these NoOps can be grouped together as a single pvalue.
Chapter 5

Implementation and Optimization

I implemented the multi-cluster approach described in Chapter 4 in Java using Paxos as my agreement protocol. The end goal of implementing the system was to demonstrate the approach’s scalability. A number of different implementation details and optimizations were necessary to achieve this.

5.1 Dealing with Load Imbalance

One major hurdle that the multi-cluster system must deal with is load imbalance, where one agreement cluster is receiving many more requests than the other agreement clusters. Ideally, there would be no load imbalance. This could be achieved easily enough by placing a load balancer in front of the clusters. If there are sufficiently many clients, having each client connect to a random agreement node from a random cluster would also be an easy way to ensure a more or less balanced load. Nevertheless, we would like the system to still make progress even if one cluster is
receiving all of the clients’ commands, while the other clusters are receiving none. The mechanism described in Section 4.4 will guarantee the liveness of the system. However, the method and parameters used to determine when to send NoOp notifications have performance implications for the system, even when the load on the system is balanced.

In my testing, I discovered that if the NoOp notifications are to be sent at some fixed rate, that rate has to be fairly large compared to the latency of the system. I usually used one hundred milliseconds, whereas the base latency of the system was usually around one millisecond. If I made the notifications more frequent, the system’s overall performance degraded somewhat as the number of clusters increased. This meant, however, that when the load on the system was imbalanced, latencies spiked above one hundred milliseconds. I discuss alternatives to the fixed rate notifications in Section 8.3.

5.2 Client Backlogs

In order to allow each client to connect to multiple agreement nodes, perhaps in different clusters, and still have its commands processed in FIFO order, client backlogs on the execution node are necessary. Each client numbers its commands, and each of those commands ends up in some slot in the execution node’s global slot order. If the execution node sees some command $i$ from client $c$ in a slot it is currently processing but hasn’t processed all of the commands from $c$ with command numbers smaller than $i$, it keeps processing slots in its global slot order until it has processed
all commands from client $c$ with command numbers smaller than $i$. It then pulls command $i$ from $c$’s backlog and processes it, replying to $c$ with the result.

### 5.3 Dealing with Failures

We want the meta-protocol to be as fault-tolerant as the agreement protocol it is using. In the case of Paxos, this means that it should always be safe and be live when there are fewer than $f$ failures and sufficient network synchrony. When the multi-cluster protocol is using Paxos agreement clusters, each of which can tolerate up to $f$ faults, the entire system can, in fact, tolerate more than $f$ faulty agreement nodes, as long as there are $f$ or fewer faults in each cluster. When there are more than $f$ faulty nodes in an agreement cluster, however, that cluster may not be able to reach agreement for any new slots, and the entire system could be stalled.

From a practical perspective, this is why placing follower nodes from different clusters on the same machine is a good idea. This way, when there are more machines than nodes per cluster, we are at least keeping failures in the same cluster as statistically independent as machine failures. If we collocated agreement nodes from the same cluster on the same machine, then a single “failure” could cause both nodes to be faulty.

In order to tolerate execution node failures, the execution nodes should be replicated as well. They should all receive decisions from the agreement clusters and all respond to clients. Since the execution nodes all process commands in the global slot order in a deterministic fashion, they should all go through the exact same sequence
of state transitions and send the same responses to the same commands. The client simply ignores any duplicate responses.

One might worry that duplicating the execution nodes increases the cost of each request and negates the advantage of splitting up the workload. It is true that it increases the overhead per request since we now have to send each decision in the agreement cluster to multiple execution nodes, but we can always increase the number of clusters to counteract the decrease in throughput. It is important to note here that the number of execution nodes is only relevant to maintaining the fault-tolerance of the system. The number of execution nodes is not the lever we use to increase the throughput of the system, so the overhead becomes a constant factor when analyzing how the system scales. As long as the execution nodes have the capacity to deal with the messages they need to send and receive, the system should still scale linearly with the number of agreement clusters. In a sense, the fault tolerance of the execution nodes is orthogonal to the scalability of the agreement protocol.

5.4 Agreement Protocol Interface

In developing the infrastructure for this project, I wanted to make the interface between the multi-cluster meta-protocol and the underlying agreement protocol as clean as possible in order to facilitate modularity. My implementation used Paxos, but the meta-protocol was implementation agnostic. It could use any leader-based agreement protocol implemented in terms of the following interface:

\[- \text{propose (command)}\]
- `proposeNoOps(slotNumberLimit)`
- `getNewDecisions()`
- `isLeader()`

Of course, my implementation of the meta-protocol assumed non-Byzantine faults and would have to be modified to be Byzantine fault tolerant, even if a Byzantine fault tolerant agreement protocol such as PBFT [18] were used.

What this common interface allows is for someone who wants to see how well their favorite agreement protocol scales to sit down and have a running system in an afternoon, provided they have a thorough knowledge of the protocol or a good reference implementation.

### 5.5 Paxos Optimizations

When implementing multi-cluster Paxos, I started off with the “Paxos Made Moderately Complex” [17] implementation of Paxos. A number of optimizations had to be made to the protocol, however, to prevent performance degradation in the multi-cluster case. Perhaps most important was allowing the current leader of the cluster to change the slot number of a proposal. Ordinarily, clients send commands to any node in the Paxos cluster, and that node then proposes the command in its first empty slot by sending the proposal to the current leader. If the leader already has a proposal for that slot, it ignores the new proposal. Only when the original node gets a decision notification for that slot number does it see that its command was overwritten and then repropose the command. I allow the leader to alter incoming
proposal messages from nodes, moving the command to the leader’s first empty slot. While this could result in the same command being decided for multiple slots, that could happen anyway if the client retries the command because of a timeout. The execution node simply ignores duplicate commands. In the normal case, however, the command will only be decided for a single slot. This change saves quite a few messages and prevents high latencies due to many commands taking multiple rounds of being overwritten and reproposed.
Chapter 6

Evaluation

I tested my final system thoroughly using a variety of experimental setups. Each setup consisted of a complete configuration of the system, including the number of clusters, the number of nodes per clusters, the number of execution nodes, and the number of machines being used as clients. For each setup, I ran a sequence of trials, each time exponentially increasing the number of active requests each client machine had at any given time. I ran each trial for a fixed period of time, usually a couple of minutes, and recorded the throughput and latency of the system, throwing away the result and restarting the trial if there was too much variability. These trials produced a throughput-latency graph for each experimental setup, two of which can be seen in Figure 6.1. The horizontal asymptote in this graph is the latency of the unloaded (or lightly loaded) system, while the vertical asymptote is the maximum throughput of the system.
Figure 6.1: Running one cluster on three machines as compared to running three clusters on the same three machines.

### 6.1 Collocation

Figure 6.1 shows the results of two separate experiments using the same three machines. In this case, collocation was able to yield more than a 100% increase in the maximum throughput of the system.

### 6.2 Scalability

I ran a series of experiments with increasing numbers of clusters of three nodes in which the number of machines was kept equal to the number of clusters. The condensed results are shown in Figure 6.2. Here, we clearly see linear scaling up to seven machines. This result is encouraging and at the very least is good evidence that the approach is sound.
Figure 6.2: Performance of multiple Paxos clusters, where the number of machines available to the system is equal to the number of clusters. Each cluster ran with three nodes, and each machine had exactly one leader and two follower processes.

This series of experiments was run on much slower machines than those in Figure 6.1, which explains the discrepancy in base throughput. The slower machines were the only ones available in large enough quantities to run this experiment. However, all that is important to the outcome is that the system scales properly; the base throughput is mostly irrelevant.

### 6.3 Latency

Having multiple clusters might impose significant costs in terms of average request latency since decisions sent to the execution node might wait in the backlog for decisions from other clusters. I call the amount of time a command waits in the execution node’s backlog the *waiting time* of the command. For each experiment I
ran, I logged the global average waiting time as well as the average waiting time of each cluster’s commands.

In my testing I found that even when the load on the system was relatively low (about 20% of maximum), the average waiting time was between one and three tenths of a millisecond across all clusters. As the load on the system increased, the average waiting time only decreased since the volume of requests coming in ensured that the clusters were filling temporary “holes” in the execution node’s slot order quickly. While not entirely negligible, this delay is insignificant when compared to the latencies experienced when the system is under much higher load. Of course, the load on the system during these tests was balanced across clusters and agreement nodes. When the load was unbalanced, I saw much higher average waiting times and more variability in waiting times across clusters.
Chapter 7

Related Work

Of course, much of this work was first described by Kapritsos and Junqueira [3]. The main contribution of this thesis is a novel implementation of the protocol and a thorough evaluation of the working system, as well as a number of optimizations.

The idea of separating order from execution was introduced in an earlier paper, though in the context of Byzantine fault tolerant systems [15]. Mencius [16] was a paper which introduced the idea of spreading the load of the leader among Paxos replicas based on the observation that the leader processed an inordinate number of messages per request.

Scatter [19] is a project which provides a scalable distributed hashtable and maintains global consistency. Google’s Spanner database [20] is a fairly recent project which aims to provide “external consistency.”
Chapter 8

Conclusion

Paxos and similar leader-based agreement protocols for state machine replication do not scale. While many popular systems do achieve linear scaling, they often do so at the cost of consistency. Eventual consistency and other forms of consistency weaker than linearizability impose difficulties for the application programmer.

While the protocol presented and evaluated in this thesis cannot provide availability in the face of network partition, it does provide a scalable system for state machine replication.

8.1 Applications

I believe that this work is most likely to be of value in a data center setting, where the network is almost always reliable and partition (within the data center) is unlikely. Paxos is already being used in systems in data centers and is well understood. This work describes a natural extension to Paxos that allows it to scale, something that is
certain to be necessary if Paxos is to be used to totally order all operations in some of the largest web applications.

As proposed by Kapritsos and Junqueira, an ordering service could be implemented using this work [3]. Not only would such a service add to the litany of "XaaS" services out there, it would also be useful for the development of web applications. Instead of each application managing its own replication or relying on its own instance of the scalable agreement system for ordering, having a central service would be much easier to manage.

8.2 Limitations

Firstly, it is worth mentioning again that this approach is only of use when ordering is the bottleneck. When execution is the bottleneck in the system, increased ordering throughput becomes useless.

Throughout my experiments on the system, I discovered that the throughput of the entire system is limited by the throughput of the slowest cluster (i.e. the total throughput was the number of clusters times the throughput of the slowest cluster). Therefore, the approach outlined in this thesis should ideally be used in homogeneous environments where the machines on which the system is deployed are identical.

I was only able to test the scalability of my system up to seven clusters due to the limited number of identical machines I had access to. While I was able to see linear scaling up to seven clusters, the total throughput of the seven cluster system was modest at best, and without seeing scalability up to several hundred thousand
requests per second, it is tough to make definitive statements about the scalability of the system.

### 8.3 Future Work

The protocol in this thesis assumes a fixed number of clusters for the lifetime of the system. Moreover, it also assumes a fixed number of processes; there is no mechanism to remove or replace failed processes. Techniques exist to dynamically reconfigure Paxos [21] and could be adapted to reconfigure the system running the scalable meta-protocol with Paxos. However, it would be nice to be able to reconfigure the number of active clusters based on the current load on the system. One way to achieve this would be to have epoch markers at a fixed interval in the global slot order and have the execution nodes agree on the cluster configuration for every epoch.

Sending push NoOp notifications from cluster to cluster at a fixed interval has the advantage that it is simple to implement, but it forces a trade-off between low coordination overhead and high latencies. When the interval is set to a low value, the cost of sending these messages increases significantly as the number of clusters increases, limiting scalability. When the interval is set much higher, requests might experience high latencies when there is an unbalanced load on the clusters or when there is not sufficient load on the whole system. A more complex approach could possibly circumvent this trade-off. For instance, a cluster could try to detect when it is continually falling behind and instead of proposing only enough NoOps to catch up, it could propose enough to stay caught up for a decent amount of time. In a
production system, perhaps machine learning could be of use. The aforementioned dynamically reconfiguring the number of clusters could also help solve this problem.

Lastly, this prototype, while modular, was written only with Paxos. While Paxos is probably the most well-known and widely used agreement protocol, implementing the meta-protocol with other agreement protocols would prove the wider applicability of the meta-protocol. In particular, showing linear scaling with a Byzantine fault tolerant protocol, such as PBFT [18] or Zyzzyva [22], would obviate the usefulness of the meta-protocol.
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