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ABSTRACT
We present an incremental approach to extract an MDE architecture from parallel streaming applications. We begin with a sequential pipe-and-filter architecture as our initial model. We then use transformations to refine (the standard technique that reveals hierarchical detail), extend (expose extra ports, functionality, components, and connectors), and optimize (break encapsulation boundaries to achieve efficiency or availability) this model to derive a parallel architecture. We show the generality of our approach with two significant case studies: join parallelizations in database machines and asynchronous crash-fault-tolerant servers.

1. INTRODUCTION
We recently confronted the challenge of re-engineering a complex streaming or dataflow application into a pipe-and-filter architecture with the aim of eventually implementing it on a Model Driven Engineering (MDE) platform. Our target was a state-of-the-art Asynchronous Crash Fault Tolerant (ACFT) server [12]. We found this server to be so complicated that we needed a way to convince ourselves and others that we understood its design. As we were not domain experts, it was not obvious to us how or why the server worked. We needed a structured way to explain and build our version of this system.

We used stepwise development (SWD) to achieve our goals. SWD is a fundamental technique that controls complexity in program development [4, 26, 51] and software architectures [8, 22, 23, 39, 41]. We created an MDE architecture using SWD by starting with an executable model of a sequential pipe-and-filter architecture. We then used transformations to refine (the standard SWD technique that reveals hierarchical detail), extend (expose extra ports, functionality, components, and connectors), and optimize (break encapsulation boundaries to achieve efficiency or availability) this model to derive an executable parallel architecture that faithfully captures the decisions made by domain-experts. The result is an easy-to-understand explanation and prescription of how to recreate that system.

In this paper, we present the results of the first part of our project: an SWD approach to extract an MDE architecture from parallel streaming applications and a demonstration of the generality of our approach with two non-trivial case studies: the ACFT server and join parallelization in relational database machines. We validate our approach by manually recreating these case studies in the incremental way that we presented them. The next and ongoing phase of our project is to automate these manual tasks on an MDE platform.

The contributions of this paper are:

• Approach: We present a novel approach to extract MDE architectures from parallel streaming applications.
• Architectural Optimizations: Our case studies presented situations where we had to break abstraction boundaries and then identify and optimize new abstractions to achieve efficient or fault-tolerant designs. Extant SWD literature is silent on such optimizations which are essential to our work.
• Architectural Extensions: Classical refinement does not extend application semantics [39]. It is common in SWD to incrementally extend application and component semantics.
• Executable Models: SWD traditionally starts with a non-executable specification (or model) and ultimately maps it to an executable. In contrast, we start with a sequential executable architecture that we incrementally refine, extend, and optimize to produce a parallel architecture with desired performance or availability properties. After each derivation step, our architectures are always executable.
• Case Studies: We present case studies of two challenging real-world applications and discuss our recreation of them.

2. PREFACE TO OUR WORK
Our case studies are known for their fundamental contributions to fault-tolerance and database machines, respectively. Their designs were not conceived in terms of transformations and were not built with the aid of software architectural models. However, the novelty, indeed genius, of their designs can be expressed in terms of the transformations or sequence of transformations that were implicitly used by their authors. (Exposing these transformations and making them explicit is one of our contributions). There may be no a priori reason or justification for why their authors chose these particular transformations, other than they were necessary for that system or that they introduced a novel algorithm or protocol.

Our explanations are no substitute for domain-expertise; they are intended to complement, encode, and structure domain knowledge for others to follow. Expressing designs by transformations may be novel to domain-experts, but the end result is rarely surprising to them. Further, the assumptions we use are standard fare for their domains. On the other hand, non-experts may find the assumptions
or the choice of transformations unintuitive. What software engineers should take from our paper is a general approach to reveal architectural details of parallel streaming applications incrementally by applying transformations.

Finally, readers may find that the descriptions of our case studies may make them look deceptively simple and straightforward. This clarity was achieved by effort on our part. All told, it took us over four months to refresh our domain knowledge, and to recover and polish the designs for this paper. Patience and some domain expertise are required.

3. DESIGN PRINCIPLES

An architecture is a directed graph of boxes and connectors that defines the implementation of a system. A box is a component and a connector is a communication path for messages or tuples pointing in the direction of dataflow.

A sort architecture is an elementary example (see Figure 1(a)). It consists of a single box SORT that takes a stream of tuples A as input and produces a sorted stream of tuples sort(A) as output. SORT works by reading stream A into memory, sorting its tuples and outputting the sorted stream. SORT has other parameters, such as a sort key and a tuple comparison function. We elide these details without loss of generality.

An architectural transformation or simply transformation is a mapping of an input architecture to an output architecture. In effect, a transformation is a graph rewrite. We use three kinds of transformations: refinements, optimizations, and extensions.

3.1 Refinements

A refinement exposes hierarchical implementation detail of a single box. Figure 1(b) shows a classical database refinement of a SORT box that shows how SORT is parallelized by map-reduce [14, 21]: the input stream A is hash-partitioned on keys by the HSPLIT box, producing substreams A1…An. All tuples in stream Ai hash to value i ∈ 1…n. Each substream is sorted on the same sort key, producing sorted streams sort(A1)…sort(An) which are then combined by an ordered merge, producing stream sort(A).

3.2 Optimizations

An optimization breaks encapsulations to realize non-functional properties (e.g., efficiency or fault-tolerance). Consider the projection-sort architecture of Figure 2(a). A stream of tuples A enters projection box PROJ, where PROJ removes unnecessary fields from A tuples. The resulting stream A' is then sorted, yielding stream B.

Both PROJ and SORT boxes are refined individually to their parallel counterparts in Figure 2(b). Both HSPLIT boxes partition streams using the same hash function. Note that the MERGE box serializes substreams A'1…A'n into stream A' and then HSPLIT reconstructs these same substreams. An optimization removes the MERGE and HSPLIT pair, as their composition is the identity map. Figure 2(c) shows the optimized projection-sort architecture.

Another optimization is a rotation. A rotation reorders stateless computations. Figure 3(a) shows substreams A1…An are combined by a MERGE (which is part of one abstraction, the incomplete box on the left) and split into substreams B1…Bk by a HSPLIT (which is part of another abstraction, the incomplete box on the right). Unlike the previous PROJ – SORT example, here the composition of MERGE and HSPLIT (the abstraction in the dashed box) is not the identity map as streams A and B are split using different hash functions. The key property of Figure 3(a) is that each tuple of an Ai substream is hash-routed to a unique Bj substream. This property is preserved by rotating (swapping) the composition order of MERGE and HSPLIT (Figure 3(b)): each substream Ai is HSPLIT into substreams Aj1…Ajk and then substreams Aj1…Ajk are combined by MERGE to form substream Bj for all j ∈ 1…k. Rotations are essential in the architectures that we examine.

3.3 Extensions

A model or architecture extension augments the semantics of a model by adding new capabilities and ports to existing boxes and adding new boxes and connectors. A common special case is box extension, where new capabilities and ports are added to a box. Extending a box is equivalent to adding one or more features, which can be accomplished by preprocessors (e.g. #ifdef inclusion of
extra code) or by more sophisticated means [4]. We say that a box \( X \) is extended to \( Y \) (written \( X \rightsquigarrow Y \)).

Figure 4(a) shows an architecture with a SORT and WEBSERVER box. The WEBSERVER takes sorted tuples and creates a webpage of the sorted results. We extend this architecture to Figure 4(b) by \( \text{SORT} \rightsquigarrow \text{SORT}' \) and \( \text{WEBSERVER} \rightsquigarrow \text{WEBSERVER}' \) with new ports and adding a feedback connector labeled newKey. A newKey message changes the key that \( \text{SORT}' \) uses to sort the incoming tuples (e.g. switching from last names to ID numbers in a patient database or artists to album titles in a music player).

Refinement is different than extension. Refinement preserves box semantics; it maps an abstract box to a streaming architecture that preserves the semantics of the abstract box. The abstract box is not altered and new relationships external to this box are not added. In contrast, model extension enhances the semantics of a model by elaborating existing boxes with new ports, new functionality, and new boxes and connectors. Well-known tools for data flow architectures, like Labview [41], Weaves [23], and Click [30] support refinement, but not extension. Our use of the terms refinement and extension follows that used in formal methods [45].

3.4 Model Executability

Our models are always executable. This can be seen in Figure 1(a). A SORT box is created (typically by hand) to make the architecture in Figure 1a executable. When we refine to Figure 1b, we create new HSPLIT and OMERGE boxes and link them with SORT boxes. The result is another executable architecture.

An appealing property of refinements is that we can reuse input-output tests of the SORT box as “integration” tests for the architecture of Figure 1(b). That is, logically we should not be able to distinguish the input-output response of a single SORT box from its parallel sorting counterpart or other refinements.

Similar arguments hold for optimizations and extensions. We can reuse tests for a box to ensure that its input-output response holds for each box extension. Of course, new tests must be created to evaluate the correctness of extensions to a box’s functionality. In any case, at all times our models are executable. In future work, we explore how our approach not only leads to a way of recreating a system but also testing it as well.

In the next sections, we demonstrate the power of these simple ideas by using them to explain sophisticated streaming architectures that were created by experts in very different domains.

4. HASH JOINS IN DATABASE MACHINES

Gamma was (and perhaps still is) the most sophisticated relational database machine built in academics [15]. It was created in the late 1980s and early 1990s without the aid of modern software architectural models. We focus on Gamma’s join parallelization, which is typical of modern relational database machine designs. What is new in this section is our presentation of Gamma. Published descriptions are informal [15]; our presentation is a derivation from first principles.

A hash join is an implementation of a relational equi-join; it takes two streams \( (A, B) \) of tuples as input and produces their equi-join \( (A \bowtie B) \) as output. The basic hash join algorithm is simple: read all tuples of stream \( A \) into a main-memory hash table, where the join key of \( A \) tuples are hashed. Then read stream \( B \), one tuple at a time. By hashing a \( B \) tuple’s join key, one can quickly identify all \( A \) tuples that join with the \( B \) tuple. This algorithm has linear complexity in that each \( A \) and \( B \) tuple is read only once. Figure 5(a) shows the executable HJOIN architecture that we start with.

4.1 Bloom Filtering Refinement

Joins are among the most expensive database operations. Gamma makes an ingenious use of Bloom filters [7] to reduce the number of tuples to join. It uses two new boxes: BLOOM (to create the filter) and BFILTER (to apply the filter). This refinement of HJOIN is shown in Figure 5(b).

Here’s how the refinement works: the BLOOM box takes a stream of tuples \( A \) as input and outputs exactly the same stream \( A \) along with a bitmap \( M \). The algorithm first clears \( M \). Each tuple of \( A \) is read, its join key is hashed, the corresponding bit (indicated by the hash) is set in \( M \), and the \( A \) tuple is output. After all \( A \) tuples are read, \( M \) is output. \( M \) is the Bloom filter.

The BFILTER box takes Bloom filter \( M \) and a stream of tuples \( B \) as input, and eliminates \( B \) tuples that cannot join with \( A \) tuples. The algorithm begins by reading \( B \). \( B \) is read one tuple at a time; the \( B \) tuple’s join key is hashed, and the corresponding bit in \( M \) is checked. If the bit is unset, the \( B \) tuple is discarded as there is no \( A \) tuple to which it can be joined. Otherwise the \( B \) tuple is output. Stream \( B' \) is the result. Given the behaviors of the BLOOM, BFILTER, and HJOIN boxes, it is easy to prove the refinement of Figure 5(a) to Figure 5(b) does indeed produce \( A \bowtie B \) [3].

4.2 Parallelizing Refinements

Next, we refine the BLOOM, BFILTER, and HJOIN boxes by replacing each with their map-reduce versions (Figure 6). A BLOOM box is parallelized by hash-splitting its input stream \( A \) into substreams \( A_1 \ldots A_n \), creating a BLOOM filter \( M_1 \ldots M_n \) for each substream, coalescing \( A_1 \ldots A_n \) back into \( A \), and merging bit maps \( M_1 \ldots M_n \) into a single map \( M \).

A BFILTER box is parallelized by hash-splitting its input stream \( B \) into substreams \( B_1 \ldots B_n \), where the same hash function that splits stream \( A \) is used to split stream \( B \). Map \( M \) is decomposed into submaps \( M_1 \ldots M_n \) and substream \( B_i \) is filtered by \( M_i \). The reduced substreams \( B'_1 \ldots B'_n \) are coalesced into stream \( B' \).

The parallelization of the HJOIN box is textbook [2]: both input streams \( A, B \) are hash-split on their join keys using the same hash function as before. Each stream \( A_i \) is joined with stream \( B_j \) for all \( i \neq j \), leading to \( n^2 \) HJOIN boxes. Since an equi-join is computed, we know \( A_i \bowtie B_j = \emptyset \) for all \( i \neq j \) (as equal keys must hash to the same value). Thus, a single abstract HJOIN box is replaced by \( n \)
**4.3 Optimizations**

A primary goal of Gamma was to determine performance increases in joins that could be gained by parallelization. The architecture of Figure 6 has three serialization bottlenecks which degrade performance. Consider the MERGE of substreams $A_1 \ldots A_n$ into $A$, followed by a HSPLIT to reconstruct $A_1 \ldots A_n$. There is no need to materialize $A$; the (MERGE, HSPLIT) pair is the identity map: $A_i \rightarrow A_i$ ($i \in 1 \ldots n$). The same applies for the (MERGE, HSPLIT) pair for collapsing and reconstructing substreams $B'_1 \ldots B'_n$. The removal of (MERGE, HSPLIT) pairs eliminates two serialization bottlenecks.

The third bottleneck combines maps $M_1 \ldots M_k$ into $M$ and then decomposes $M$ back into $M_1 \ldots M_k$. The (MMERGE, MSPLIT) pair is also the identity map: $M_i \rightarrow M_i$ ($i \in 1 \ldots n$). This optimization removes the (MMERGE, MSPLIT) boxes and reroutes the streams appropriately.¹

Figure 7 shows the result of all three optimizations, which is the design Gamma uses to parallelize a single join. Also note Figure 7 is an executable architecture, as are all architectures that we present. Remember that users provide the source code for each box. Tools, such as Labview [41], Weaves [23], or Lagniappe [43] can stitch the boxes together given an architectural model to produce an executable.

**4.4 Cascading Joins**

Figure 7 is not the last word on Gamma’s architecture. Rotations Section 5.2.3 are used to optimize the processing of cascading joins, where the output of one join becomes the input of another (see Figure 8(a)). Figure 8(b) reveals the partial internals of these HJOIN boxes where the output of the first join is formed by merging substreams $C_1 \ldots C_n$ into stream $C$ and then $C$ is immediately hash-split into substreams $D_1 \ldots D_k$. This is another serialization bottleneck. Unlike the bottlenecks in Section 4.3, cascading joins use different join keys, so that the partitioning of $C$ before its merge is different than the partitioning of $C$ after the hash-split ($n \neq k$).

![Figure 8: Rotation of MERGE and HSPLIT](image)

Here is where refinement is insufficient to derive a streaming architecture; encapsulation boundaries must be broken to eliminate serialization bottlenecks. Rotations remove these bottlenecks, swapping (MERGE, HSPLIT) pairs with appropriate (HSPLIT, MERGE) pairs (Figure 8(c)). Each $C_j$ is hash-split into $k$ substreams ($C_{j1} \ldots C_{jk}$) and sets of $n$ substreams ($C_{1j} \ldots C_{nj}$) are merged into stream $D_j$ ($j \in 1 \ldots k$). This rotation preserves the property that tuples of $C$ whose hash-value is $j$ are assigned to stream $D_j$, while eliminating a serialization bottleneck. A drawback is bookkeeping: between the HSPLIT and MERGE boxes is an $n \times k$ matrix of substreams, which we denote by $[C_{jk}]$.

Gamma’s HJOIN architecture generalizes from Figure 5(a) to Figure 8(d): a single HJOIN box takes matrices $[A_{ij}]$ and $[B_{kj}]$ of substreams as input (stream $A$ is hash-partitioned into $i \times j$ disjoint substreams and $B$ into $k \times j$ disjoint substreams) and produces a matrix $[A \bowtie B]_{kn}$ of substreams as output ($A \bowtie B$ is hash-partitioned into $j \times n$ disjoint substreams). Rotations arise in parallel database architectures generally and Gamma’s architecture in particular.

**4.5 Validation**

We implemented the complete Gamma architecture by hand as described above using Java threads and pipes. A more convincing

¹ There are many ways in which MMERGE and MSPLIT can be realized. The simplest is this: $M$ is an $a \times k$ bitmap. The join key of an $A$ tuple is hashed twice: once to determine the row of $M$, the second to determine the column within the selected row. Thus, all tuples of substream $A_i$ hash to row $i$ of $M$. MMERGE combines $M_1 \ldots M_k$ into $M$ by boolean disjunction. For each $i$, MSPLIT extracts row $i$ from $M$ and zeros out the rest of $M$. 

**Figure 6: Parallel Refinements**

**Figure 7: Hash Join Optimizations**
validation was giving the design/derivation of Figure 7 as an assignment to an upper-division software engineering class of 30 students in Spring 2010. Other than discovering that serialized objects do not work well with Java pipes (but if String-based serializers are used there is no problem), the assignment was straightforward, confirming that our MDE architecture was both explanatory and prescriptive for system reconstruction.

In presenting this material to graduate database students, we observed that it is easier to remember the derivation of Gamma’s architecture than the designs of Figure 7 or Figure 8d. Implementing and testing Gamma hash joins is an interesting exercise in incremental development: we can be assured at every step that our models are provably correct and with tests that our implementations are demonstrably correct.

5. ACFT SERVERS

Our original interest in streaming architectures stemmed from the desire to transform a vanilla server to a Synchronized Crash Fault Tolerant (SCFT) server and then to an ACFT server. Several hard-coded mappings are used in practice [24, 53]. Here we describe a recently proposed mapping that is used in state-of-the-art fault-tolerant servers [12]. We begin by reviewing client-server basics. Readers should note the same principles for architectural refinement and optimization that we used in developing Gamma’s architecture are used here in developing the ACFT architecture.

Note: Hash joins require a modicum of domain-knowledge to explain; ACFT servers require a bit more. We indent additional ACFT-specific comments into Notes to distinguish them from our domain-independent discussions.

5.1 Client-Server Basics

We consider request-processing applications (RPAs) with multiple clients sending requests (a.k.a. messages) to a server. Client requests can read or write the server’s internal state, which persists across requests. For each request, the server receives the message, updates its state, and sends a response back to the client. That servers have state is important: crash-fault tolerance (CFT) of non-stateful servers is trivial.\(^2\)

RPAs have a cylinder topology representing the cyclic flow of request-response. We unroll the cylinder, as shown in Figure 9a, by breaking the seam along dotted lines. Figure 9b shows a typical architecture with clients \(C_1\ldots C_n\) and server \(S\). Each client sends messages to the server. Messages from different clients are serialized into a single stream by multiplexer \(\triangleright\). The stream of responses from the server are demultiplexed into multiple output streams, one per client, by \(\triangleleft\). Response messages wrap around the dotted lines.

![Figure 9: Unrolled Cylinder Topology](image)

Note: A CFT server must uphold two properties: safety and liveness. Loosely, safety means the server is always in a “good” state, for varying definitions of “good”, and liveness means that the server eventually makes progress [40]. The server designs that we study are safe by providing a serializable view of client-request processing [42]; serialization proofs of the protocols we use are given in [32]. Further, these protocols uphold a liveness property called “eventual liveness” [12]. As consensus in an asynchronous system is impossible [19], the existence of occasional periods of a well-behaved network is assumed, thus allowing both SCFT and ACFT servers to make progress.

5.2 Synchronous CFT

Crash fault tolerance is the ability of a service to survive a number of failures. A crash failure occurs when a box stops processing messages—no messages pass through a failed box and a failed box cannot create new messages. The failure of network boxes—\(\triangleright\), \(\triangleleft\), \(\odot\) (reliable broadcast [40]), and \(\bullet\) (broadcast)—are treated identically to software boxes. Failure is self-contained, meaning that failures do not propagate across box boundaries.

Note: In this paper we assume that each box executes on its own machine. Normally, multiple boxes are mapped to a single machine. The rules for machine failure are simple: if a machine fails, all boxes on that machine fail.

Note: All requests and boxes in the system are considered benign. Malicious behavior (or even benign behavior outside the accepted application protocol) is assumed to not occur. Work on Byzantine Fault Tolerance (BFT) relaxes these assumptions [11, 12, 33]. In any case, the mapping of a vanilla client-server model to a SCFT model is unaffected. BFT transformations begin with an ACFT model and map to a BFT model.

The technical objective of SCFT is to eliminate Single Points of Failure (SPoFs) by replicating functionality [44]. An SPoF is the failure of a single box that causes the entire server abstraction to fail. Our initial design (Figure 9(b)) has three SPoFs: the server \(S\), the serializer \(\triangleright\), and the demultiplexer \(\triangleleft\). Client failures should never cause a server abstraction to fail in an SCFT model as servers should expect and gracefully handle non-responsive clients.

5.2.1 Agreement Refinement

The first transformation \(SCFT_1\) adds a single node \(A^+\) between the clients and server. The agreement node \(A^+\) implements an ordered queue of messages, collecting messages from clients and passing messages one at a time to the server. In effect, \(A^+\) makes the network queue explicit, materializing a placeholder for subsequent refinements. Figure 10 shows the architecture after \(SCFT_1\).

![Figure 10: After the SCFT_1 Refinement](image)

5.2.2 Replication Refinements

The next transformations, \(SCFT_{2a}\) and \(SCFT_{2b}\), replicate the agreement and server boxes to improve system availability, i.e. to make the server abstraction more resilient to crashes. See Figure 11.
First consider the replicating-server refinement $\text{SCFT}_{2a}$. It replicates the server $S$ $k$-times, indicated by boxes $S_1 \ldots S_k$, and adds three new boxes: ⊙, ⊗, and $QS$. Box ⊙ reliably broadcasts an incoming message to each server replica: if one server replica receives a message then all server replicas receive the message—such a strong guarantee is necessary for correctness. Replicas receive the message, update their state, and send responses. ⊗ serializes all responses and box $QS$ collects a quorum of identical responses. Once $QS$ receives matching responses from a sufficient number of $S$ replicas, $QS$ transmits a single response to the client, thus maintaining the abstraction of a single server.

Now consider the replicating-agreement refinement $\text{SCFT}_{2a}$. It (1) extends $A^+ \rightsquigarrow A$ to implement an agreement protocol, (2) replicates $m$-times as boxes $A_1 \ldots A_m$, and (3) adds a rotating box $Rt$ before the replicas and a serializer ⊗ and quorum box $QA$ after the replicas. $Rt$ forwards incoming client messages to a subset of $A$ replicas, where the actual subset is determined by an agreement protocol. The replicas $A_1 \ldots A_m$ implement an agreement protocol that guarantees a quorum-decided linear order in which client messages should be processed [34, 35]. A replicas communicate with each other to determine the next client message to process. Each $A$ replica votes, sending its “next” message to the quorum box $QA$. $QA$ forwards a single message to the server if it receives identical messages from a sufficient number of replicas. In this way, $\text{SCFT}_{2a}$ maintains the behavior of and interface to a single $A^+$ box. 3

In summary, domain experts replicate the $A$ box $m$-times and the $S$ box $k$-times. The specific values of $m$ and $k$ depend on the number of faults $f$ to tolerate and the agreement protocol. Common assignments set $m = 2f + 1$ and $k = f + 1$.

Note: Yin et al. explain this difference in replica count by noticing that the quorums necessary to prove the protocols correct are larger for messages coming from the agreement portion ($QA$) than for messages coming from the execution ($QS$) [52]. Since a server, on average, requires more computational resources than agreement, and thus needs a more powerful and more expensive machine, using fewer server replicas in the architecture is desirable.

$\text{SCFT}_{2a}$ and $\text{SCFT}_{2b}$ commute as the order in which they are applied does not matter. However, both must be applied to guarantee that the system tolerates the failures of up to $f$ server and $f$ agreement boxes. Figure 11 is the result of applying them to Figure 10.

5.2.3 Optimizations

Our original architecture of Figure 9(b) had three SPOFs; our current design in Figure 11 has eight! (From left to right in Figure 11, they are the ⊗, $Rt$, $\triangleright$, $QA$, ⊙, $\triangledown$, $QS$, and ⊘ boxes.) Here is where refinement is insufficient to derive a streaming architecture; encapsulation boundaries must be broken to remove SPOFs.

In Figure 12 we dissolve existing abstraction boundaries and identify three new abstractions that circumscribe two or three boxes, all of which are SPOFs. For example, the left-most abstraction contains SPOF boxes ⊗ and $Rt$. The middle contains three SPOF boxes ($\triangleright$, $QA$, and ⊙). And the right-most contains three SPOF boxes ($\triangleright$, $QS$, and ⊘). In the following, we explain how rotations revise the implementations of each abstraction to eliminate SPOFs.

In summary, domain experts replicate the $A$ box $m$-times and the $S$ box $k$-times. The specific values of $m$ and $k$ depend on the number of faults $f$ to tolerate and the agreement protocol. Common assignments set $m = 2f + 1$ and $k = f + 1$.

Note: Yin et al. explain this difference in replica count by noticing that the quorums necessary to prove the protocols correct are larger for messages coming from the agreement portion ($QA$) than for messages coming from the execution ($QS$) [52]. Since a server, on average, requires more computational resources than agreement, and thus needs a more powerful and more expensive machine, using fewer server replicas in the architecture is desirable.

$\text{SCFT}_{2b}$ and $\text{SCFT}_{2b}$ commute as the order in which they are applied does not matter. However, both must be applied to guarantee that the system tolerates the failures of up to $f$ server and $f$ agreement boxes. Figure 11 is the result of applying them to Figure 10.

5.2.3 Optimizations

Our original architecture of Figure 9(b) had three SPOFs; our current design in Figure 11 has eight! (From left to right in Figure 11, they are the ⊗, $Rt$, $\triangleright$, $QA$, ⊙, $\triangledown$, $QS$, and ⊘ boxes.) Here is where refinement is insufficient to derive a streaming architecture; encapsulation boundaries must be broken to remove SPOFs.

In Figure 12 we dissolve existing abstraction boundaries and identify three new abstractions that circumscribe two or three boxes, all of which are SPOFs. For example, the left-most abstraction contains SPOF boxes ⊗ and $Rt$. The middle contains three SPOF boxes ($\triangleright$, $QA$, and ⊙). And the right-most contains three SPOF boxes ($\triangleright$, $QS$, and ⊘). In the following, we explain how rotations revise the implementations of each abstraction to eliminate SPOFs.

In summary, domain experts replicate the $A$ box $m$-times and the $S$ box $k$-times. The specific values of $m$ and $k$ depend on the number of faults $f$ to tolerate and the agreement protocol. Common assignments set $m = 2f + 1$ and $k = f + 1$.

Note: Yin et al. explain this difference in replica count by noticing that the quorums necessary to prove the protocols correct are larger for messages coming from the agreement portion ($QA$) than for messages coming from the execution ($QS$) [52]. Since a server, on average, requires more computational resources than agreement, and thus needs a more powerful and more expensive machine, using fewer server replicas in the architecture is desirable.

$\text{SCFT}_{2b}$ and $\text{SCFT}_{2b}$ commute as the order in which they are applied does not matter. However, both must be applied to guarantee that the system tolerates the failures of up to $f$ server and $f$ agreement boxes. Figure 11 is the result of applying them to Figure 10.

3 Observe that $\text{SCFT}_{2a}$ refines abstract box $A^+$ to a streaming architecture that requires concrete box $A^+$ to be extended to $A$ ($A^+ \rightsquigarrow A$). Object-oriented programmers would recognize this as inheritance: $A^+$ is a superclass and $A$ is its subclass. The semantics of $A^+$ does not change, but $A$ extends both $A^+$’s semantics and implementation. Thus, there can be a very close relationship between refinement and extension.
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Fig 14: The SCFT\textsubscript{3b} Rotations and The Reliable Broadcast Optimization

Similarly, transformation SCFT\textsubscript{3c} is a pair of rotations that is applied to the right-most abstraction in Figure 12, which maps the box sequence (♦, QS, ◐) to (♦, ◐, QS) and then to (◐, ◐, QS), thereby eliminating all SPoFs. Figure 15 is the result of applying SCFT\textsubscript{3a–SCFT\textsubscript{3c}} to Figure 12.

5.3 Recovery from Asynchrony

Up to this point, failure is permanent. If a box fails, it no longer responds and has no hope of ever responding again. An SCFT architecture supports \( f \) failures of \( A \) replicas and \( f \) failures of \( S \) replicas. When either limit is exceeded, the entire system is in a failed state, the one-correct-server abstraction is violated, and safety and liveness are no longer guaranteed.

In this section, we explain how domain-experts relax restrictions on liveness. An ACFT architecture guarantees liveness even with an occasional poorly behaved network or temporary box failure (and always guarantees safety), assuming the network eventually enters a sufficiently long well-behaved period. That is, liveness is guaranteed even with occasional network asynchrony.

In effect, ACFT limits the situations where a client sees an unresponsive server abstraction. The mechanisms that support asynchrony also allow the architecture to mask some failures by enabling a box to be restarted and catch up. A box that fails and recovers is considered correct, albeit slow. The other boxes will continue to make progress; a recovering box may not be able to catch up immediately. If other boxes fail, the remaining fast servers may have to wait for the recovering servers to catch up (as required by quorum boxes), at which point the system can resume servicing client requests [12]. Note, boxes may still crash and enter a state where they will never again process requests; asynchrony support cannot mask all failures.

5.3.1 Where We Are Going

Figure 16 shows a road map (or commuting diagram) of where we are and where we are going. We began with the topmost left node (labeled Figure 9b) and incrementally refined and optimized downward until we reached the bottommost left node (Fig. 15). In the next section, we extend our initial architecture of Figure 9b by horizontally mapping it to Figure 17, and then applying a series of vertical refinements and optimizations similar to those used earlier to produce the ACFT architecture of Figure 20.

All horizontal arrows in Figure 16 are architecture extensions. Although we discuss only the top-most extension \( RC_0 \), the other dashed extensions do indeed exist. Readers may notice that the right-side vertical transformations (e.g. \( RC_1 \)) that we will shortly introduce can be explained as extensions to their corresponding left-side vertical transformations (e.g. \( SCFT_1 \)).

5.3.2 ACFT Server Extension

\( RC_0 \) extends a server box \( S \) that has no asynchrony recovery support to a server box \( RS \) that does (\( S \leadsto RS \)). Recovering from asynchrony includes both logging and checkpointing, and the ability to load a checkpoint and replay the log upon restart. Most modern request-processing servers implement this functionality, such as Hadoop [24] and Zookeeper [53]. The extension \( S \leadsto RS \) adds a “recovery” feature to a server to correctly implement the checkpointing of application-specific data structures. Figure 17 shows the result of applying \( RC_0 \) to Figure 9b.

5.3.3 Asynchronous Agreement Refinement

Recall that refinement \( SCFT_1 \) introduces an \( A^+ \) box in front of \( S \). \( A^+ \) is part of the greater abstraction of one correct server. For the entire abstraction to be recoverable, all of its stateful internal boxes must be recoverable, thus the functionality of \( A^+ \) must be extended to \( RA \) (\( A^+ \leadsto RA \)). Further, the recovery algorithm of the server \( RS \) is extended, as it needs information from the \( RA \) box to fully recover. See Figure 18. This “extra” information is not essential at this stage of design, but like the introduction of the \( A \) box, it is a placeholder for subsequent refinements to elaborate. Providing this “extra” information is part of \( RS \leadsto RS' \).

The other boxes in Figure 10 that flank the \( A^+ \!-\! S \) abstraction, namely \( \triangleright \) and \( \triangleleft \), are unaffected by recovery as they are stateless; the recovery of a stateless box is a simple restart.
of servers that have fallen behind.

From servers and (b) immediately passes along recovery messages. The agreement box does not wait for a quorum (as one will never come). A "Help!" message comes from just one server, and the agreement shown in Figure 19. This implementation uses an extended box to recover. A server recovers—it may be behind—other client messages may have been processed in the interim. For the failed server to catch up, it must fetch checkpoint state from other server replicas. When the failed server recovers—it may be behind—other client messages may have been processed in the interim. For the failed server to catch up, it must fetch checkpoint state from other server replicas.

Refinement

When a recoverable server is replicated, it needs to be able to communicate with other server replicas. The reason lies in the recovery algorithm for replicated servers: when a server replica crashes, other servers continue to make progress. When the failed server recovers—perhaps it may be behind—other client messages may have been processed in the interim. For the failed server to catch up, it must fetch checkpoint state from other server replicas.

Refinement maps box to RA to allow querying RA for checkpoint information.

5.3.4 Replication Refinements

The next refinements, and , respectively add asynchronous recovery to replicated agreement and server boxes. Although and are commutative, they are dependent on and as they extend those refinements. Figure 19 shows the result of applying and to Figure 18.

Server Replication.

In summary, refinement maps box to that shown in Figure 18. This implementation uses two extended boxes and adds a new connector from to RA to allow RA to query RA for checkpoint information.

5.3.5 Optimizations

Once again, we are at a point where refinement is inadequate to complete our design; optimizations are still needed. In Figure 19 there is a sequence of boxes that connect server replicas to agreement replicas. All three boxes are SPoFs and need to be replaced by the reliable crossbar abstraction highlighted in Section 5.2.3.

Transformation replaces the reliable broadcast with the normal broadcast . is a pair of rotations that modify the order and then to . Further, removes SPoFs and preserves the property that all replica boxes receive quorum-decided messages from server replicas (or "Help!" messages from recovering servers). Figure 20 is our final ACFT server architecture.

5.4 Validation

We implemented both the SCFT and ACFT architectures by hand, incrementally as described above, using Python 3 atop a custom-built, light-weight streaming-application framework (code for this case study can be downloaded from [20]). Each box was a process; messages were transferred via sockets. As we did with Gamma, we tested the initial architecture and each subsequent architecture that was derived—all tests passed thus validating our transformations. As future work we hope to collaborate with our ACFT colleagues to formally prove the correctness of individual transformations. As mentioned earlier, Clements et al. have a proof of the transformation for the ACFT architecture [12], but not proofs for individual transformations. Although special cases of the ACFT proof reduce to proofs of specific compositions of transformations, it is unclear whether proofs of individual transformations are ultimately simpler than proofs of a single composite transformation.

Interestingly, rotations were unfamiliar to our ACFT colleagues. Their informal designs went directly from Figure 10 to Figure 15, avoiding our incremental construction of a reliable crossbar. This suggests how we can explain intuitive designs in a principled way.
6. RELATED WORK

Twenty-five years ago, we modeled the architectures of commercial database systems as a composition of refinements [5], what we now call an MDE architecture. We have since shown that similar ideas generalize to describe software product lines [4, 47]. We expect, and have no reason to question, that the ideas (refinement, extension, and optimization) presented here will apply to domains beyond parallel streaming architectures.

Our approach is MDE: we create high-level models of streaming architectures and transform them into low-level models of streaming architectures. What is unusual is our reliance on endogenous transformations—transformations whose domain and co-domain are the same. Most of the MDE literature focuses on exogenous transformations—mappings whose domain and co-domain are different [37]. For example, each architectural style has its own metamodel. Prior work mapped architectures of one style to an architecture of another [1, 17, 25, 48]. Endogenous transformations have been used sparingly, not for incremental architectural development as we do, but to simulate architecture execution (e.g., adding and removing clients in a client-server system) [10, 38]. The few cases where endogenous transformations are composed to produce MDE designs [54, 47, 49] deal with simple transformations that encode extensions as model deltas, not refinements and optimizations that we present.

There is a rich collection of papers on architectural refinement; we limit our discussions to key papers for lack of space. Traditional approaches start with an abstract architecture or specification and then apply refinements to progressively expose more hierarchical detail on how the abstract architecture is implemented. Some researchers have shown that their refinements can be verified, not violating any of the original design’s properties [6, 38, 25, 39]. Our work differs from traditional refinement in three ways: 1) We start with an executable architecture and apply endogenous transformations to expose implementation details and maintain architecture executability. 2) We are unaware of prior SWD work that uses architectural optimizations, in particular, rotations, in the development of streaming systems. And 3) the role of extension in SWD architectural design is under-appreciated. Broy seems to lay the mathematical foundations for extension [8], but we are unaware of a recent system that puts his ideas into practice.

Practical tools for building streaming architectures also have a long history. Labview [41] (marketed since the mid-1980s) and Weaves [23] are platforms for executing streaming architectures. Refinement is their sole abstraction; user-defined optimizations and extensions are absent. Other component-based systems follow a similar approach [9, 13, 22, 50]. More recent tools are StreamIt [46] and Click [30]. StreamIt is a general language for expressing stateless streaming applications; it uses map-reduce for automatic parallelization. Click demonstrated the feasibility of programmable routers using streaming architectures. With few exceptions [23, 30, 46], all of the above-mentioned tools are aimed at bottom-up development; none handle architectural optimizations or extensions. In short, our work describes an MDE way to synthesize domain-specific streaming architectures that could be implemented by these tools, so our contribution is more methodological than tool-specific.

Our work is an example of software architecture recovery [16, 31]. Classic research focuses on tools, data exchange formats, and metrics for extracting and clustering information from source code, makefiles, documentation, etc.) and application execution traces to reconstruct an architecture [18, 27, 36]. Our approach is different: our decomposition is based on semantics and not metrics; our source is our understanding of a domain and the application plus that which we can gain from domain-experts, rather than from code and execution traces. Our work is more in line with architectural recovery using MDE, where a system is described by multiple viewpoints (metamodels) and their views (models) [18]. But even here our work is different, as we start with a well-known viewpoint (a pipe-and-filter architecture) and stress the role of transformations to derive an architecture’s design. Few papers in this area emphasize both the descriptive nature of extracted models and their prescriptive ability to reconstruct a system.

Finally, our work may be an example of the correct by construction paradigm: if the initial architecture is correct, and its transformations are correct, the resulting architecture is correct. We have proven each of the transformations using Gamma’s architecture to be correct [3]. There is a proof of correctness for the entire ACFT architecture [12], but not proofs for individual transformations.

7. CONCLUSIONS

We showed how SWD can be used to extract an MDE architecture from parallel streaming architectures. Attributes of our approach that are desirable for incremental development are that our architectures are (a) always executable and (b) derived top-down. We use traditional refinements (the standard technique for revealing hierarchical detail), but we also used extensions (to elaborate semantics and expose extra ports, boxes, and connections) and optimizations (to break encapsulation boundaries to achieve efficiency or availability). The integration of refinements, extensions, and optimizations are all needed to explain the complexities of today’s modern streaming architectures.

We re-engineered hand-built systems—that were created by domain experts with no formal software architecture models—to show that it is feasible to recreate these systems using model-based techniques (our ultimate goal). We were able to encode deep domain knowledge in terms of simple transformations and demonstrate the generality of our approach with two case studies from disparate domains: join parallelizations in database machines and asynchronous crash-fault-tolerant servers. Finally, we validated our approach by manually recreating these case studies in the incremental way that we presented them, showing that our models provide both an easy-to-understand explanation and prescription of how to reconstruct these systems.

Although our MDE architectures look simple and straightforward, it took effort on our part to understand the domains of these case studies, to identify and polish their core abstractions and transformations to produce and validate our derivations. But the end product is worth the effort: the simplicity of our transformations makes explaining complex designs straightforward. Our experience indicates that the progressive revealing of design details can be appreciated by engineers who lack domain knowledge. Incremental development is not just “cute” (i.e., nice to have); we believe it is ultimately indispensable for future software development that eventually integrates design, construction, verification, and testing.

The next phase of our project is to implement the Gamma and ACFT architectures on an MDE platform (e.g. [28, 29]). Because of the simplicity of our designs and the regularity (predictability) of the repetitive (e.g. wrappers) code that is needed, we hope that an MDE implementation will streamline their development.
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